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Abstract 

In this study a fractional Poisson equation is scrutinized through finite difference using the shifted 
Grünwald estimate. A novel method is proposed numerically. The existence and uniqueness of the 
solution for the fractional Poisson equation is proved. Exact and numerical solutions are constructed and 
compared. Then numerical results show the efficiency of the proposed method. 

Keywords: Fractional Poisson equation, Riemann-Liouville fractional derivative, Shifted Grünwald 
Estimate, Taylor’s expansion of fractional order 
 
 
Introduction and definitions 

Mathematical modeling of many physical systems leads to linear and nonlinear fractional 
differential equations in various fields of physics and engineering. The numerical and analytical 
approximations of such systems have been intensively studied since the work of Momani and Odibat 
[1,2]. Recently, several mathematical methods including the Adomian decomposition method [3,4], 
variation iteration method [5], homotopy perturbation method [6,7] and fractional finite difference 
method [8,9] have been developed to obtain approximate analytical solutions. Some of these methods use 
transformation in order to reduce equations into simpler equations or systems of equations and some other 
methods give the solution in a series form which converges to the exact solution. Analysis of the wave 
equation and nonlinear equation in mathematical physics has been of considerable interest in the 
literature. These methods include Exp-Function [10-12], G'/G-function [13-15], and the DTM method 
[16,17]. The fractional Poisson equation is often encountered in heat and mass transfer theory, fluid 
mechanics, elasticity, electrostatics and other areas of mechanics and physics. In this paper, we examine 
finite difference methods to solve the fractional Poisson equation of the form; 
 

∇𝛼𝑈(𝑥,𝑦) =
𝜕𝛼𝑈(𝑥,𝑦)
𝜕𝑥𝛼

+
𝜕𝛼𝑈(𝑥,𝑦)
𝜕𝑦𝛼

= 𝑓(𝑥,𝑦)                                                                                                   (1) 

 
on a finite domain; 
 
Ω = {(x, y)|(x, y) ∈ [0,1] × [0,1]}, 
 
with Dirichlet boundary conditions. 
 

Here, we consider the case 1 ≤ α ≤ 2, where the parameter 𝛼 is the fractional order of the spatial 
derivative. The function 𝑓(𝑥,𝑦) in (1) is a real valued function f:ℝ2 → ℝ. 
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Riemann-Liouville fractional derivatives 
Let function f:ℝ → ℝ, x → f(x) , with continuous derivatives of the order n; 
 

Dx
αf(x) =

dαf(x)
dxα =

1
Γ(n − α)

dn

dxn
� (x − t)n−α−1
x

0
f(t)dt                                                                                     (2) 

 
be Riemann-Liouville fractional derivatives of order α, where n is an integer such that n − 1 ≤ α ≤ n. 
(see [18-20]); 
 

Shifted Grünwald estimate 
In the case of 1 ≤ α ≤ 2, we define the shifted Grünwald formula; 
 

dαf
dxα = lim

M→∞

1
hα � gk. f(x − (k − 1)h)

M

k=0

 

which defines the following shifted Grünwald estimate to the fractional derivative; 
 
dαf
dxα =

1
hα � gk. f(x − (k − 1)h)

M

k=0

+ O(hα)                                                                                                              (3) 

 
where M is a positive integer, h = R−L

M
, Γ is the gamma function, and the normalized Grünwald weights 

are defined by; 
 

gk = (−1)k
 Γ(α + 1)

 Γ(k + 1) Γ(α − k + 1)          for k = 0,1,2, …  

 
or 
 

g0 = 1  and  gk = (−1)k
α(α − 1) … (α − k + 1)

k!
      for k = 1,2,3, …                                                           (4) 

 
Note that these normalized weights only depend on the order α and the index k (see [20-22]). 
 

Taylor’s expansion of fractional order 
Assume that the continuous function f:ℝ → ℝ, x → f(x), has a fractional derivative of order kα for 

any positive integer k and any α, 1 ≤ α ≤ 2. Then the following fractional Taylor’s series holds 
 

f(x + h) = �
hkα

Γ(1 + kα) f (kα)(x)
∞

k=0

,                                                                                                                           (5) 

 
where f (kα)(x) is the derivative of order kα for f(x). Formally, one has; 
 
f(x + h) = Eα(hαDx

α)f(x),                                                                                                                                           (6) 
 
where Eα(x) denotes the Mittag-Leffler function defined by the expression; 
 



Solving the Fractional Poisson Equation Abdollah BORHANIFAR and Sohrab VALIZADEH 
http://wjst.wu.ac.th 

Walailak J Sci & Tech 2013; 10(5) 
 

429 

Eα(x): = �
xk

Γ(1 + kα) .
∞

k=0

                                                                                                                                             (7) 

 
We draw attention to the point that 𝛤(1 + 𝑘𝛼) ≔ (𝑘𝛼)! (see [23,24]). 

  
Approximating the fractional Poisson equation 

To discuss discretizations, first consider the fractional Poisson problem (1) on the unit square 
0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1 and suppose we have Dirichlet boundary conditions. We will use a uniform 
Cartesian grid consisting of grid points �𝑥𝑖 ,𝑦𝑗� where 𝑥𝑖 = 𝑖ℎ for  𝑖 = 1,2, …𝑚 − 1 and 𝑦𝑗 = 𝑗𝑘 for 
𝑗 = 1,2, … 𝑛 − 1.  

Let 𝑢𝑖,𝑗 represent an approximation to 𝑢�𝑥𝑖 ,𝑦𝑗�. In order to discretize (1) we replace both the 𝑥- 
and 𝑦-derivatives with shifted Grünwald finite differences, which gives; 
 

1
ℎ𝛼

�𝑔𝑠.𝑢𝑖−𝑠+1,𝑗

𝑖+1

𝑠=0

+
1
𝑘𝛼

�𝑔𝑧.𝑢𝑖,𝑗−𝑧+1

𝑗+1

𝑧=0

= 𝑓𝑖,𝑗 .                                                                                                      (8) 

 
For simplicity of notation we will consider the special case where ℎ = 𝑘 hence 𝑚 = 𝑛, though it is easy 
to handle the general case. We can then rewrite Eq. (8) as; 
 

1
ℎ𝛼

��𝑔𝑠.𝑢𝑖−𝑠+1,𝑗

𝑖+1

𝑠=0

+ �𝑔𝑧.𝑢𝑖,𝑗−𝑧+1

𝑗+1

𝑧=0

� = 𝑓𝑖,𝑗                                                                                                       (9) 

 
For 𝑖, 𝑗 = 1,2, …𝑚 − 1. 
 
Consistency of the finite difference method 

If 𝑢 is replaced by 𝑈 at the mesh points of the difference equation, where 𝑈 is the exact solution of 
the fractional Poisson equation, the local truncation error 𝑇𝑖𝑗  at the (𝑖, 𝑗) grid point is defined in the 
obvious way; 

 

𝑇𝑖𝑗 =
1
ℎ𝛼

��𝑔𝑠.𝑈𝑖−𝑠+1,𝑗

𝑖+1

𝑠=0

+ �𝑔𝑧 .𝑈𝑖,𝑗−𝑧+1

𝑗+1

𝑧=0

� − 𝑓𝑖,𝑗 

 
and by splitting this into the 𝛼-order difference in the 𝑥- and 𝑦-derivatives using the fractional Taylor’s 
expansion of fractional order (5) gives; 
 

𝑇𝑖𝑗 =
1
ℎ𝛼

��𝑔𝑠.�𝑈𝑖,𝑗 +
[(1 − 𝑠)ℎ]𝛼

𝛼!
�
𝜕𝛼𝑈
𝜕𝑥𝛼

�
𝑖,𝑗

+
[(1 − 𝑠)ℎ]2𝛼

(2𝛼)!
�
𝜕2𝛼𝑈
𝜕𝑥2𝛼

�
𝑖,𝑗

+ ⋯�
𝑖+1

𝑠=0

� 

+ 1
ℎ𝛼
�∑ 𝑔𝑧 .�𝑈𝑖,𝑗 + [(1−𝑧)ℎ]𝛼

𝛼!
�𝜕

𝛼𝑈
𝜕𝑦𝛼

�
𝑖,𝑗

+ [(1−𝑧)ℎ]2𝛼

(2𝛼)!
�𝜕

2𝛼𝑈
𝜕𝑦2𝛼

�
𝑖,𝑗

+ ⋯�𝑗+1
𝑧=0 � − 𝑓𝑖,𝑗                                                (10) 

 
Since ∑ 𝑔𝑘 = 0∞

𝑘=0               (11) 
(see [8,9]), one can prove that; 
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 �𝑔𝑘(1 − 𝑘)𝛼 = 𝛼!
∞

𝑘=0

.                                                                                                                                               (12) 

 
Because ∑ 𝑔𝑘(1 − 𝑘)𝛼∞

𝑘=0  is 𝛼 derivatives of (1 + 𝑥)𝛼  at 𝑥 = −1. Thus from (10), (11) and (12) we 
can write; 

𝑇𝑖𝑗 = (∇𝛼𝑈 − 𝑓)𝑖,𝑗 + ℎ𝛼 �∑ 𝑔𝑠.∞
𝑠=0

[(1−𝑠)]2𝛼

(2𝛼)!
� ��𝜕

2𝛼𝑈
𝜕𝑥2𝛼

�
𝑖,𝑗

+ �𝜕
2𝛼𝑈
𝜕𝑦2𝛼

�
𝑖,𝑗
� + 𝑂(ℎ2𝛼)        (13) 

 
But 𝑈 is the exact solution of the differential Eq. (1) so (∇𝛼𝑈 − 𝑓)𝑖,𝑗 = 0. This shows that the difference 
equation is consistent and the local truncation error vanishes as ℎ → 0. Therefore the proposed scheme is 
consistent. 
 
Theorem 1. The solution of Eq. (9) exists and is unique. 
 
Proof. We will apply a matrix equation system to the linear system of equations arising from the finite 
difference equations defined by (9), and will use the Greschgorin theorem [25] to determine that the 
solution of Eq. (9) is unique. The difference equations defined by (9), together with the Dirichlet 
boundary conditions, result in a linear system of equations of the form 𝐴𝑈 = 𝐺 where 
 

𝐴 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

𝐵 𝑔0𝐼 0
𝑔2𝐼 𝐵 𝑔0𝐼
𝑔3𝐼 𝑔2𝐼 𝐵

⋯
0 0 0
0 0 0
0 0 0

⋮ ⋱ ⋮
𝑔𝑚−3𝐼 𝑔𝑚−4𝐼 𝑔𝑚−5𝐼
𝑔𝑚−2𝐼 𝑔𝑚−3𝐼 𝑔𝑚−4𝐼
𝑔𝑚−1𝐼 𝑔𝑚−2𝐼 𝑔𝑚−3𝐼

⋯
𝐵 𝑔0𝐼 0
𝑔2𝐼 𝐵 𝑔0𝐼
𝑔3𝐼 𝑔2𝐼 𝐵 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

,𝐵 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

2𝑔1 𝑔0 0
𝑔2 2𝑔1 𝑔0
𝑔3 𝑔2 2𝑔1

⋯
0 0 0
0 0 0
0 0 0

⋮ ⋱ ⋮
𝑔𝑚−3 𝑔𝑚−4 𝑔𝑚−5
𝑔𝑚−2 𝑔𝑚−3 𝑔𝑚−4
𝑔𝑚−1 𝑔𝑚−2 𝑔𝑚−3

⋯
2𝑔1 𝑔0 0
𝑔2 2𝑔1 𝑔0
𝑔3 𝑔2 2𝑔1⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

in which 𝐴 is an (𝑚 − 1)2 × (𝑚 − 1)2 block matrix and each block B or I is itself an (𝑚 − 1) × (𝑚 − 1) 
matrix, and I is the (𝑚 − 1) × (𝑚 − 1) identity matrix. 𝐺 and 𝑈 are the (𝑚 − 1)2 × 1 matrices as 
follows. 
 

𝐺 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝑔2𝑢1,0 + 𝑔2𝑢0,1
𝑔2𝑢2,0 + 𝑔3𝑢0,1

⋮
𝑔2𝑢𝑚−2,0 + 𝑔𝑚−1𝑢0,1

𝑔2𝑢𝑚−1,0 + 𝑔𝑚𝑢0,1 + 𝑔0𝑢𝑚,1

𝑔3𝑢1,0 + 𝑔2𝑢0,2
𝑔3𝑢2,0 + 𝑔3𝑢0,2

⋮
𝑔3𝑢𝑚−2,0 + 𝑔𝑚−1𝑢0,2

𝑔3𝑢𝑚−1,0 + 𝑔𝑚𝑢0,2 + 𝑔0𝑢𝑚,2

⋮
𝑔𝑚−1𝑢1,0 + 𝑔2𝑢0,𝑚−2
𝑔𝑚−1𝑢2,0 + 𝑔3𝑢0,𝑚−2

⋮
𝑔𝑚−1𝑢𝑚−2,0 + 𝑔𝑚−1𝑢0,𝑚−2

𝑔𝑚−1𝑢𝑚−1,0 + 𝑔𝑚𝑢0,𝑚−2 + 𝑔0𝑢𝑚,𝑚−2

𝑔𝑚𝑢1,0 + 𝑔2𝑢0,𝑚−1 + 𝑔0𝑢1,𝑚
𝑔𝑚𝑢2,0 + 𝑔3𝑢0,𝑚−1 + 𝑔0𝑢2,𝑚

⋮
𝑔𝑚𝑢𝑚−2,0 + 𝑔𝑚−1𝑢0,𝑚−1 + 𝑔0𝑢𝑚−2,𝑚

𝑔𝑚𝑢𝑚−1,0 + 𝑔𝑚𝑢0,𝑚−1 + 𝑔0𝑢𝑚,𝑚−1 + 𝑔0𝑢𝑚−1,𝑚⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 𝑈 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝑢1,1
𝑢2,1
⋮

𝑢𝑚−2,1
𝑢𝑚−1,1

𝑢1,2
𝑢2,2
⋮

𝑢𝑚−2,2
𝑢𝑚−1,2

⋮
𝑢1,𝑚−2
𝑢2,𝑚−2
⋮

𝑢𝑚−2,𝑚−2
𝑢𝑚−1,𝑚−2

𝑢1,𝑚−1
𝑢2,𝑚−1
⋮

𝑢𝑚−2,𝑚−1
𝑢𝑚−1,𝑚−1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
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According to the Greschgorin theorem the eigenvalues of the matrix A lie in the union of the 𝐾 = (𝑚 −
1)2 circles centered at 𝐴𝑖,𝑖, with radius 𝑟𝑖 = ∑ �𝐴𝑖,𝑘�𝐾

𝑘=0,𝑘≠1 . Here we have, 𝐴𝑖,𝑖 = 2𝑔1 = −2𝛼 and 
 

𝑟𝑖 = � �𝐴𝑖,𝑘�
𝐾

𝑘=0,𝑘≠𝑖

= 2 � �𝐴𝑖,𝑘�
𝑖+1

𝑘=0,𝑘≠𝑖

= 2 � 𝑔𝑠

𝑖+1

𝑠=0,𝑠≠1

< −2𝑔1 = 2𝛼. (14) 

 
Because ∑ 𝑔𝑘 = 0∞

𝑘=0  and 𝑔𝑘 > 0 for 𝑘 ≥ 2 hence ∑ 𝑔𝑘 < 0∞
𝑘=0  and so ∑ 𝑔𝑠𝑖+1

𝑠=0,𝑠≠1 < −𝑔1, therefore 
𝐴𝑖,𝑖 + 𝑟𝑖 < 0. We also have 𝐴𝑖,𝑖 − 𝑟𝑖 > −4𝛼, with strict inequality holding true when 𝛼 is not an integer. 
This implies that the eigenvalues of the matrix 𝐴 are all less than 0 and larger than −4𝛼. This is shown 
that matrix 𝐴 is invertible. Inequality (14) shows that –𝐴 is a strictly diagonal dominant and it is a 
positive defined matrix therefore 𝐴 is non-singular and so 𝐴𝑈 = 𝐺 exist unique solution for any 𝛼 belong 
to(1,2) interval. 
 

For the classical Poisson equation, that is 𝛼 = 2 in (1), the resulting Grünwald estimate from (9) is 
the classical finite difference equation given by (𝑔0 = 1,𝑔1 = −2,𝑔2 = 1 and𝑔3 = 𝑔4 = ⋯ = 0) 
 
𝑢𝑖−1,𝑗−2𝑢𝑖,𝑗+𝑢𝑖+1,𝑗

ℎ2
+

𝑢𝑖,𝑗−1−2𝑢𝑖,𝑗+𝑢𝑖,𝑗+1
ℎ2

= 𝑓𝑖,𝑗   , 𝑖, 𝑗 = 1,2, … ,𝑚 − 1 
 

The truncation error satisfies; 
 

𝑇𝑖𝑗 = (∇2𝑈 − 𝑓)𝑖,𝑗 + ℎ2

12
��𝜕

4𝑈
𝜕𝑥4

�
𝑖,𝑗

+ �𝜕
4𝑈
𝜕𝑦4

�
𝑖,𝑗
� + 𝑂(ℎ4)          (15) 

 
In this case, we will have matrixes 𝐴 and 𝐵 as follows for 𝑚 grid; 
 

𝐴 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐵 𝐼 0
𝐼 𝐵 𝐼
0 𝐼 𝐵

⋯
0 0 0
0 0 0
0 0 0

⋮ ⋱ ⋮
0 0 0
0 0 0
0 0 0

⋯
𝐵 𝐼 0
𝐼 𝐵 𝐼
0 𝐼 𝐵⎦

⎥
⎥
⎥
⎥
⎥
⎤

,𝐵 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
−4 1 0
1 −4 1
0 1 −4

⋯
0 0 0
0 0 0
0 0 0

⋮ ⋱ ⋮
0 0 0
0 0 0
0 0 0

⋯
−4 1 0
1 −4 1
0 1 −4⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

Note that –𝐴 is a symmetric positive definite matrix and it is weak diagonally therefore 𝐴 is non-singular 
and dominant and it is a positive defined matrix therefore 𝐴 is non-singular and linear system of equations 
𝐴𝑈 = 𝐺 (for 𝛼 = 2 ) have a unique solution. 
 
Numerical result 

The following fractional Poisson equation; 
 
𝜕𝛼𝑈(𝑥,𝑦)
𝜕𝑥𝛼

+ 𝜕𝛼𝑈(𝑥,𝑦)
𝜕𝑦𝛼

= 𝑓(𝑥,𝑦)             (16) 
 
was considered on a finite domain 0 ≤ 𝑥 ≤ 1 and 0 ≤ 𝑦 ≤ 1  with the non-homogeneous function 
 𝑓(𝑥,𝑦) = Γ(𝛼 + 1)(𝑥𝛼 + 𝑦𝛼) and boundary conditions; 
 

�
𝑈(𝑥, 0) = 𝑈(0.𝑦) = 0

𝑈(𝑥, 1) = 𝑥𝛼 .
𝑈(1, 𝑦) = 𝑦𝛼

�              (17) 
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This fractional Poisson equation has the exact solution 𝑈(𝑥,𝑦) = (𝑥𝑦)𝛼, which can be verified by 
applying the fractional differential formula. 

 
𝐷𝑥𝛼𝑥𝑚 = 𝛤(𝑚+1)

𝛤(𝑚−𝛼+1)
𝑥𝑚−𝛼              (18) 

 

The fractional Poisson absolute-error is identified by 𝐸𝑟𝑟𝑜𝑟 = 1
(𝑚−1)2

�∑ �𝑈𝑖,𝑗 − 𝑢𝑖,𝑗�
2𝑚−1

𝑖,𝑗=1  in which 

𝑈𝑖,𝑗 and 𝑢𝑖,𝑗 are exact and numerical solutions respectively. The values of absolute-error are shown in 
Table 1 for the above example problem for different values of ℎ and 𝛼. From Table 1, it can be seen that 
our fractional finite difference method guaranties the efficiency of the proposed method with 𝑂(ℎ𝛼). 
Figures 1 - 4 having different values of ℎ and 𝛼 verify the efficiency of the proposed scheme. 
 
 
Table 1 Absolute error for variation of h and 𝛼. 
 

𝒉 
Fractional Poisson absolute error Values of absolute error 

𝛼 = 1.25 𝛼 = 1.5 𝛼 = 1.75 𝛼 = 2 

0.1000 0.0138 0.0086 0.0063 0.0053 
0.0500 0.0076 0.0045 0.0029 0.0021 
0.0250 0.0040 0.0023 0.0015 0.0010 
0.0125 0.0020 0.0011 0.0008 0.0005 

 
 

 
Figure 1 3-D meshed surface plot of approximate solution for ℎ = 0.025, 𝛼 = 1.25 and error = 0.004. 
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Figure 2 3-D meshed surface plot of approximate solution for ℎ = 0.0125, 𝛼 = 1.5 and error = 0.0011. 

 
 

 

 
Figure 3 3-D meshed surface plot of approximate solution for ℎ = 0.025, 𝛼 = 1.75 and error = 0.0015. 
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Figure 4 3-D meshed surface plot of approximate solution for ℎ = 0.0125, 𝛼 = 2. and error = 0.0005. 
 
 
Conclusions 

The fractional finite difference method using a shifted Grünwald estimate is successful in finding 
the approximate solution for fractional Poisson equations. The anticipated method based on a shifted 
Grünwald approximation to the fractional derivative, is consistent of order 𝛼 and the solution of the 
fractional finite difference method for discretization of fractional Poisson equations is unique. 
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