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Abstract 

The novel Coronavirus-19 (COVID-19) is an infectious disease and it causes serious lung injury. 
COVID-19 induces human disease, which has killed numerous people around the world. Moreover, the 
World Health Organization (WHO) declares this virus as a pandemic and all countries attempt to monitor 
and control it by locking all places. The illness induces respiratory influenza like problems with symp-
toms such as cold, cough, fever, and the difficulty of breathing in extremely severe cases. COVID-2019 
has been viewed as a global pandemic, and a few analyses are being performed using multiple computa-
tional methods to predict the possible development of this pestilence. Considering the various conditions 
and inquiries these numerical models are based on future tendency. Multiple techniques have been pro-
posed that could be helpful in forecasting the spread of COVID-19. Through statistical modeling on the 
COVID-19 data, we performed linear regression, random forest, ARIMA and LSTMs, to estimate the 
empirical indication of COVID-19 ailment and intensity in 4 countries (USA, India, Brazil, and Russia), 
in order to come up with a better validation.  

Keywords: COVID-19 forecasting, Machine learning, Regression, Time series prediction, Deep learning, 
Statistical modelling 
 
 
Introduction 

According to the WHO, COVID-19 is a contagious illness that has been accountable in infecting 
millions of citizens and killing thousands of people around the world since its 1st outbreak [1,2]. Due to 
the effect of the COVID-19 pandemic on population and the global economic growth, policymakers and 
citizens are particularly worried about when the COVID-19 epidemic peaks [3]. Furthermore, Boccaletti 
et al. [4] found 3 research groups who could participate in combating the current pandemic:  

• The group of applied mathematicians, geneticists and physicians, designing advanced models of 
dissemination to the basic characteristics of a particular pathogen. 

• The group of convoluted system scientists researching the propagation of diseases using tech-
niques and concepts from mathematical mechanics and nonlinear dynamics. 

• The group of scientists using Artificial Intelligence (AI), and more precisely, machine learning 
pathways to create detailed forecasting behavior. 

The effects of COVID-19 on population, through forecasts of possible events, and also factors of 
willingness to assist to explain the transmission of this virus are also examined in numerous studies [5]. In 
addition, observational studies in time series forecasting serves an important role in the global health 
sector as it helps administrators to establish risk management to deter future epidemics. Because of its 
influence on the healthcare system, predicting outbreaks as reliably as possible is critical. Application of 
AI and computational intelligence techniques are diversified in various areas such as e-healthcare [6,7], 
smart city [8], data processing [9], predictive maintenance [10], etc.  Likewise, application of AI based 
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techniques play a vital role in this research work. In order to guarantee precision, AI models have been 
commonly used over the years to estimate empirical time series. Furthermore, a review of advances in 
COVID-19 data processing in the AI context was proposed by Vaishya et al. [11]. 

The precision of conventional prediction relies primarily on the availability of evidence to build its 
projections. In influenza outbreaks there are little statistics at all and then limited as time goes on, leaving 
forecasts largely unpredictable. A New York Times article [12] warned about crisis peaking on February 
18, 2020, even though nearly 50 days had elapsed before the virus was detected. In addition, there are 
fears that the statistics could not be accurate, as was the case with Severe Acute Respiratory Syndrome 
(SARS) where the people infected and deaths was given falsely to mask the severity of the outbreak. Sim-
ilarly, the documentation also did not represent the right numbers as a new group of “clinically diag-
nosed” was added to that of “lab-confirmed” on February 13 [13]. Such issues limit the accuracy of pre-
dictions and raise ambiguity, making it more difficult to draw definitive conclusions. Linked to predicting 
precision and volatility, the understanding of epidemics and pandemics has to do with a more serious 
issue. Politicians are concerned with the steps to be taken when the general public is nervous with their 
health/lives affecting the outbreak. 

In addition, the vaccine industry is working with a strong commercial interest on vaccines for the 
new virus. During the period of SARS, as governments were convinced of the seriousness of the virus 
imported large numbers of vaccines which were never implemented when their dissemination stopped 
without the need for people to be vaccinated. The major challenge is of course the liabilities and the un-
founded fear and its potential disastrous effects, as what occurred with the Spanish flu of 1918. In com-
parison, SARS resulted in the deaths of 774 people in 2003, and bird flu claimed about 100 in 1997. 
About the same period, there is much less worry over the flu, that affects over 646,000 individuals each 
year [14]. Health forecasts are also not reliable when significantly underestimating their uncertainty [15]. 
It is also more difficult to forecast the likelihood of epidemics and pandemics, since there are limitations 
in calculating the number of cases to be investigated. Amid the inaccuracies associated with medical fore-
casts, forecasting is still crucial in order to better explain the present situation, and on how to plan ahead. 
In this article, we include predictive predictions using accurate time series models for reported COVID-19 
cases, and we analyze the history of recovered cases. 

 
Literature survey 

The patterns and the statistical time series data are present in most business and economic related 
statistics. In making critical business decisions it is mandatory to forecast patterns and seasonal trends 
accurately. There are several methods used to estimate or forecast the pattern data and the seasonal time 
sequence. The most popular and simple approach involves extracting the seasonal variations through the 
data using certain methods of trend adjustment. Other typical approaches include models with Box-
Jerkins and model with Autoregressive Integrated Moving Average (ARIMA) [16]. The ARIMA method-
ology is implemented after the input series has been transformed to a stationary time series. However, the 
fundamental mechanism used in the ARIMA model is of linear form, thus, the other nonlinear patters are 
not captured in the time series. 

Nowadays, capital exchange and product sourcing fields are essential to trading and decision-
making. Here, the key role is the future stock market data analysis and fund creation. Using traditional 
statistical data, many machine learning approaches were used to estimate information from the financial 
data set to minimize risk mitigation, enabling the expected return on capital, and create investments accu-
rately. Using data from the financial time series, several techniques such as Artificial Neural Networks 
(ANN), Evolutionary Algorithms (EA), Support Vector Machines (SVM) and Fuzzy Logic Systems 
(FLS) have been used for market exploration and investment creating applications. A Fuzzy evaluation 
model [17] and a Fuzzy rule-based approach were built by Chu et al. and Zargham et al. to construct port-
folios based on selected securities, respectively. 

Walailak J Sci & Tech 2021; 18(16): 15583 
 
2 of 14 



COVID’19 Forecasting Lokesh KUMAR et al. 
http://wjst.wu.ac.th 

Yan and Chowdhury correlated mid-term electricity-based Market Clearing Price (MCP) forecasting 
with Vector Support Machine (SVM) and Least Squares Support Vector Machine (LSSVM) [18]. The 
advantage of using SVM above other prediction approaches is that the challenges can be eliminated in 
SVM such as fitting data, large types of sample data, and limited local issues. Compared with other com-
plex approaches used in ANN and Bayesian networks, the method of SVM learning is much simpler and 
easier to model. The authors endorsed the distinction between SVM and LSSVM forecasting methods by 
calculating hourly electricity MCP for the mid-term. The dataset is taken from the existing PJM integrat-
ed electrical market. Data values from January 1, 2009 to December 31, 2009, minus June data, are 
known to be training data. The residual data was taken from June 1, 2009 until June 30, 2009 as test data. 
A difference exists between these 2 methods as they are experimentally implemented. SVM uses a quad-
ratic formula during the training process, while LSSVM performs a linear equation. The next distinction 
is that the SVM extracts only such information with a fixed factor as a support vector, and the LSSVM 
extracts the test data as a vector. 

Yan and Chowdhury. suggested another MCP-based mid-term forecasting model using the Vector 
Support System (SVM) and ARMAX [20]. For the experimentation the same PJM correlated data on the 
electricity dataset was used. Related to current models such as SVM, ARMAX and hybrid 
LSSVMARMAX [21], the proposed SVM-ARMAX hybrid model is computed. The contrast reveals that 
the hybrid approach SVM-ARMAX is more reliable than the methods mentioned above. The reason for 
this is that, by collecting a linear module, the SVM model can achieve improved forecasting accuracy. 

Frohlich et al. included a technique of this effect with the help of SVM with GA for forecasting the 
financial data [22]. Huang et al. later suggested a somewhat closer approach involving simultaneous op-
timization mechanism and showed that classification performance is better in SVM to some financial data 
sets of the University of California Irvine (UCI). Huang later suggested a related form of hybrid model 
for stock selection or analysis based on the learning algorithm used in the SVR which uses the wrapper 
approach, where different data features are extracted in that approach. The SVR is used to produce the 
predictions based on the rating of the real stock data. The highly valued inventories are eventually taken 
for portfolio building. Parallel optimization and simulation of the parameters is performed using GA.  

Deep learning argues that in classification or regression tasks a hierarchical model is more effective 
than the surface models [23]. Recurrent Neural Networks (RNNs) contain hidden states spread over time, 
and this enables them to collect a great deal of past knowledge, and because of their ability to handle 
sequential data of varying length [24], they are more widely used in forecasting applications. Whereas, 
RNN have a significant drawback that they cannot solve the gradient loss and can only collect short-term 
memory as they only require the previous time step's hidden layer activation functions [25]. 

 
Proposed work 

The proposed methods as given in Figure 1 implemented in the paper take into consideration the 
statistical forecasting models, as well as the state-of-the-art architectures to give a comparative analysis 
on the forecasting model accuracy. The algorithms that are implemented in this paper are conventional 
techniques such as linear regression, random forest, ARIMA and deep learning techniques such as Long 
Short-term Memory networks (LSTMs). Error metrics such as Mean Absolute Error (MAE), Mean 
Squared Error (MSE), Root Mean Squared Error (RMSE) and R-Squared are performed on each algo-
rithm to find out its accuracy in forecasting cases and deaths, and to compare it with other models. 
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Figure 1 Proposed Framework for COVID-19 Forecasting. 

 
 

Data source 
The dataset implemented focuses on the cumulative cases of COVID-19 that were confirmed in 4 

countries until 25th November of 2020. The dataset was collected from our World in Data by University 
of Oxford that collects the weekly information of COVID-19 cases from all countries and makes it pub-
licly available. Among all the countries, the 4 taken into consideration for analysis were USA, India, Bra-
zil, and Russia. The state's calculation duration changes as each state counts from the day of the 1st event 
to the day of the last record. The accumulated reported cases and deaths in each state are shown in the 
heat map as seen in Figure 1, as well as the time from the 1st and last records. The improvement in the 
way Health departments pay for the number of incidents will affect the evidence provided in this report. 

 
Machine learning methods 
Linear Regression (LR)  
Linear Regression (LR) is a straightforward way to show the relationship between a dependent vari-

able and at least one independent variable. LR was the principal method of analysis to be extensively 
developed and commonly used in methodologies (Yan & Su, 2009). LR demonstrates the relation be-
tween 2 variables by applying a straight state to the knowledge centered on them. One factor is perceived 
as independent, and the other is perceived as dependent. The configuration of the LR1 line is conditional: 

 
 𝑌𝑌 = 𝑏𝑏𝑏𝑏 + 𝑎𝑎                                                          (1) 
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Random Forest (RF)  
Random Forest (RF) is an ensemble of learning algorithms based on methods. RF consists of a se-

ries of classifiers for tree. Every tree is composed of nodes and edges. The received group classifies new 
data points through a majority within each classification model’s predictions, as shown in Figure 4. This 
approach incorporates a bagging cycle (bootstrap aggregation) and a set of random splits. Each tree is 
extracted from the data set from a separate bootstrap sample, and each tree categorizes the data. The final 
outcome is a majority vote between the trees.  
 
 

 
Figure 2 Random forest methodology. 
 
 

The random forest algorithm is defined by the following steps:  
• Construct samples of the data from k trees bootstrap.  
• For each of the bootstrap samples grow an unpruned tree.  
• Randomly sample n-try of the predictors at each node, and pick the best split among those 

factors.  
• Predict new data through a combination of the k tree predictions 

 
ARIMA  
ARIMA is used in stationary time series data to map linear trends. ARIMA is denoted as ARIMA 

model (p, d, and q). The variables p and q are respectively in the order of the model AR and the model 
MA, and d is the degree of differentiation [9]. The ARIMA model can be denoted mathematically as: 
 
 𝑦𝑦𝑡𝑡 =  𝜃𝜃0 +  𝜑𝜑1𝑦𝑦𝑡𝑡−1 + 𝜑𝜑2𝑦𝑦𝑡𝑡−2 + ⋯+ 𝜑𝜑𝑝𝑝𝑦𝑦𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡 + 𝜃𝜃1𝜀𝜀𝑡𝑡−1 −  𝜃𝜃2𝜀𝜀𝑡𝑡−2 − ⋯−  𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞        (2) 

 
where 𝑦𝑦𝑡𝑡 gives actual value under time t, 𝜀𝜀𝑡𝑡 gives the random error at t. The 𝜑𝜑𝑗𝑗 and 𝜃𝜃𝑖𝑖 are the ARIMA 
model coefficients.  

The core principle produced by ARIMA is that with constant variance, the error series observes zero 
mean, which implements the i.i.d condition. Constructing for a given dataset can be defined in 3 steps:  

• Series recognition (stationarity) 
• Parameter estimation and partial autocorrelation plots are used to pick component values  
• Model diagnostic testing (finding the 'right' fitting prediction model using AIC & BIC) 
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Deep learning methods-LSTM 
LSTMs are regarded one of the most viable options for forecasting activities, and they simulate 

possible predictions based on the different features outlined in the dataset. The data moves with LSTMs 
via elements known as cell states. LSTMs may properly recall items, or forget them. Information obtained 
over progressive time frames is represented as time series data and LSTMs are commonly suggested to be 
a reliable approach to generate forecasts of these data values. The paradigm moves the past veiled state 
into the corresponding stage of the structure in this sort of architecture as shown in Figure 3.  
 

 
Figure 3 LSTM memory cell: The repeating module in an LSTM contains 4 interacting layers. 
 
 

Long-term storage of short-term memory cells (LSTM) [21] together with RNNs is used because 
RNNs can only store a limited amount of information. The issues of the gradient disappearing [22] which 
afflicts RNN are solved by LSTMs. LSTM cells are similar to RNN cells with replaceable memory blocks 
for hidden modules. Figure 3 represents the LSTM memory block with the entry, forget, and exit gates. 
This mechanism prevents the brain cell from producing information accumulated over many phases of 
time [23]. It is possible to mathematically express the state of the gates as given by: 
 

𝑖𝑖𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑥𝑥𝑖𝑖𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑖𝑖ℎ𝑡𝑡−1 + 𝑊𝑊𝑐𝑐𝑖𝑖𝑐𝑐𝑡𝑡−1 + 𝑏𝑏𝑖𝑖)                                 (3)  
 
𝑓𝑓𝑡𝑡 =  𝜎𝜎�𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑥𝑥ℎ𝑡𝑡−1 + 𝑊𝑊𝑐𝑐𝑥𝑥𝑐𝑐𝑡𝑡−1 + 𝑏𝑏𝑥𝑥�                       (4) 
 
𝑐𝑐𝑡𝑡 =  𝑖𝑖𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡ℎ(𝑊𝑊𝑥𝑥𝑐𝑐𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑐𝑐ℎ𝑡𝑡−1 + 𝑏𝑏𝑐𝑐) + 𝑓𝑓𝑡𝑡𝑐𝑐𝑡𝑡−1                                            (5) 
 
𝑜𝑜𝑡𝑡 =  𝜎𝜎(𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑥𝑥ℎ𝑡𝑡−1 + 𝑊𝑊𝑐𝑐𝑥𝑥𝑐𝑐𝑡𝑡 + 𝑏𝑏𝑥𝑥)                          (6)  
 
ℎ𝑡𝑡 =  𝑜𝑜𝑡𝑡𝑡𝑡𝑎𝑎𝑡𝑡ℎ(𝑐𝑐𝑡𝑡)                                  (7) 
 

In Eqs. (3) to (7) i, o, f, c is the input gate, exit gate, forget gate, cell, and σ is the same scale logistic 
sigmoid activation function as the hidden vector. The weight matrices where 𝑊𝑊𝑐𝑐𝑖𝑖 describes the vector of 
the cell input gate are represented by W. Based on the foregoing calculation especially in the present time 
level, the input gate decides how many data can be transmitted through and defends the cell against insig-
nificant entries. Forget gate determines data which is not applicable from the preceding time period and 
should be removed. The output gate manages information flow to the whole system. With these, either 
design improvements are made in LSTM or secret layers, are primarily intended for performance en-
hancement. 
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Results and discussion 

This section summarizes the effects of the scripts produced in forecasts using testing data. From the 
collected data, 2 time series were created, forecasting of cases and deaths. In this experiment, it is con-
cluded that each of these 3 sequences has a duration, that is to say, the outbreak finally ends. The amount 
of reported cases is clearly proportional to the amount of suspected cases recorded, excluding the recov-
ered cases and deaths. 

• In a time-series model, the residuals are what is left over when a device is fitted. For certain (but 
not all) time series models, the residuals are proportional to the variance between the measurements and 
the fitted values in question: 

 
𝑒𝑒𝑡𝑡 =  𝑦𝑦𝑡𝑡 −  𝑦𝑦𝑡𝑡^                                                                                                            (8) 

 
Residuals are helpful in testing whether a model has collected the details in the data correctly. A 

good method of forecasting gives residuals with the following properties: 
• If associations occur between residuals, so information is observed in residuals that can be used 

in forecasting purposes. 
• Residuals give zero mean.  
• If the residuals are of a value rather than zero, so the projections are skewed. 

 
 

 
Figure 3 Standardized residual diagnosis for each country: Brazil, Russia, USA, and India (Clockwise). 
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Total cases forecasting 
This paper further looks into how each of the models perform on the data of particular countries and 

review the accuracy.  
USA: The performance of linear regression and random forest provide comparatively lower results 

than ARIMA and deep learning LSTM model. The RMSE scores are given in Table 1. ARIMA provides 
a good forecasting result with AIC score 3696.007, but lesser than LSTM as shown in Figure 3. 

India: The overall performance of all algorithms has comparatively higher accuracy rate than other 
dataset. The linear regression and random forest algorithms give RMSE of 218514.082 and 156308.794 
respectively. ARIMA scores 2998.166 on AIC and 3019.865 on BIC. The prediction analysis for LSTM 
and ARIMA can be seen in Figure 3 below. 

Brazil: The RMSE scores are taken into consideration for evaluation. From the statistical models 
implemented, linear regression gives better performance compared to random forest model as shown in 
Table 1 below. Akaike Information Criterion (AIC) and Bayesian information criterion (BIC) are used to 
evaluate the performance of ARIMA model. The forecasting results of ARIMA and LSTM can be seen in 
Figure 3.  

Russia: The regression RMSE score gives comparatively larger values from the datasets covered 
above this data and follows different trend with more volatility. ARIMA performs better than the dis-
cussed algorithms giving AIC and BIC score of 2679.898 and 2701.682 respectively. LSTMs again out-
perform the statistical models with a very good fit as shown in Figure 3. 

 
USA 

 

 
A 
 

 
B 
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INDIA 

 

 
A 
 

 
B 
 
 

BRAZIL 
 

 
A 
 

 
B 
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RUSSIA 

 
A 
 

 
B 

Figure 3 Case forecasting results (USA, India, Brazil and Russia): A. ARIMA, B. LSTM. 
 
 
Table 1 Performance metrics for cases forecasting on Random Forest (RF), Linear Regression (LR) and 
LSTM. 

 Brazil Russia USA India 

RF LR LSTM RF LR LSTM RF LR LSTM RF LR LSTM 

MAE 3525 4200 2231 314 1349 309 3122 10063 3220 1133 1621  484 

MSE 52313330 67098058 38613796 1152145 3841902 110221 21204252 137687328 17842176 6429642 9752142 398161 

RMSE  7232 8191 6214 1073 1960 332 4604 11734 4224 2535 3122 631 

R- squared 0.82 0.77 0.92 0.92 0.72 0.92 0.66 0.60 0.82     0.98 0.91 0.99 

 
Total deaths forecasting 
From the above results, it can be clearly concluded that ARIMA based forecasting showed signifi-

cantly better forecasting results as compared to other machine learning models (linear regression and 
random forest). It is further recommended to look into ARIMA and LSTMs closely to validate variability 
across death forecasting for each country for comparative analysis purposes. 
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USA 
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INDIA 
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BRAZIL 

A 

 
 

 
B 

 
 

RUSSIA 

A 

 
 

 
B 

 
Figure 4 Death forecasting results (USA, India, Brazil, and Russia): A. ARIMA, B. LSTM. 
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From Figure 4, it is clearly distinguishable from the forecasting results that LSTM outperforms 
ARIMA statistical model in every country dataset. The LSTM results also showcase better fitting in train-
ing as well as testing data compared to ARIMA model. 
 
 
Table 2 Performance metrics for death forecasting on Random Forest (RF), Linear Regression (LR) and 
LSTM. 

 Brazil Russia USA India 

RF LR LSTM RF LR LSTM RF LR LSTM RF LR LSTM 

MAE 77.07 159.66 52 15.65 1449.61 21 226.75 510.32 220 24.47 61.13 25 

MSE 17586.8 39487.3 10404 950.8 1449.55 900 188456.9 493048.2 180625 1916.9 5429.2 1849 

RMSE 132.61 198.714 102 30.83 38.073 30 434.11 702.173 425 43.782 73.683 43 

R-squared 0.929 0.842 0.938 0.818 0.723  0.949 0.725 0.282  0.778 0.983 0.952  0.988 

 

Conclusions 

The COVID-19 has caused respiratory ailments in humans and created long term damage in many 
cases too. Apart from this, there has been several cases of deaths around the world. In this paper, 3 statis-
tical modelling approaches (linear regression, random forest, and ARIMA) and 1 deep learning approach 
(LSTMs) were explored. It is aimed on providing a comparative analysis taking into consideration the 
dataset from Our World in Data of 4 countries (Brazil, India, Russia, and USA), to provide optimum test 
cases and validation across multiple trend patterns focused at 2 forecasting events namely, cases forecast-
ing and deaths forecasting. Many performance metrics and diagnostic tools such as residuals, correlo-
grams, RMSE, AIC and BIC were implemented to monitor models’ accuracy. With respect to the results 
obtained, out of the statistical approaches taken, ARIMA outperformed linear regression and random 
forest in terms of accuracy prediction of test data. ARIMA and LSTMs were compared again with death 
forecasting task, in which LSTMs were able to provide very high accuracy in comparison. In the future 
works, it is meant to adopt novel deep learning algorithms such as CNNs and RNNs along with hyperpa-
rameter optimization which will be able to help in accurate monitoring of the future cases of COVID-19. 
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