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Abstract 

The SARS-CoV-2 (COVID-19) has propagated rapidly around the world, and it became a global 
pandemic. It has generated a catastrophic effect on public health. Thus, it is crucial to discover positive 
cases as early as possible to treat touched patients fastly. Chest CT is one of the methods that play a 
significant role in diagnosing 2019-nCoV acute respiratory disease. The implementation of advanced 
deep learning techniques combined with radiological imaging can be helpful for the precise detection of 
the novel coronavirus. It can also be assistive to surmount the difficult situation of the lack of medical 
skills and specialized doctors in remote regions. This paper presented Deep Transfer Learning Pipelines 
with Apache Spark and KerasTensorFlow combined with the Logistic Regression algorithm for automatic 
COVID-19 detection in chest CT images, using Convolutional Neural Network (CNN) based models 
VGG16, VGG19, and Xception. Our model produced a classification accuracy of 85.64, 84.25, and 82.87 
%, respectively, for VGG16, VGG19, and Xception. 
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Introduction 

The outbreak of the SARS-CoV-2 named COVID-19 [1] has been causing global concern. It came 
from Wuhan, China, in December 2019 [2] and has spread to almost 223 territories, including Morocco. 
On March 11, 2020, the World Health Organization (WHO) declared the novel coronavirus (2019-nCoV) 
as a global pandemic. Globally, on March 14, 2021, there had been 119,220,681 confirmed cases of 
COVID-19, including 2,642,826 deaths, reported to WHO [3]. In Morocco, several coronavirus cases 
have been marked. On March 14, 2021, the Moroccan health ministry [4] announced that the cumulative 
number of confirmed cases of SARS-CoV-2 was 488,937, of which deaths were 8,723, and the number of 
cured patients were 475,849.  

The people infected by the 2019 novel coronavirus showed symptoms like fever, cough, dyspnea, 
headache, muscle soreness, and fatigue [5]. Several laboratories in the world employ Real-time Reverse-
Transcription Polymerase Chain Reaction (RT-PCR) for detecting, tracking, and studying the COVID-19 
in suspected cases [6]. However, recent research has demonstrated that RT-PCR has a sensitivity of as 
low as 60 - 71 % for detecting COVID-19 [7-9], which can probably be assigned to laboratory error [10]. 
Computed Tomography (CT) test of the chest is one of the techniques used to diagnose pneumonia. 
Multiple studies have been demonstrated that the use of deep CNN for the detection, quantification, and 
monitoring of COVID-19 in chest CT [11,12] or X-ray [13-15] images present important results. Indeed, 
the use of new technologies in medical imaging allows it to take a paradigm shift. Due to Deep CNN 

Walailak J Sci & Tech 2021; 18(11): 13109 
 



Deep Transfer Learning Pipelines to Detect COVID-19 in Chest CT Images Houssam BENBRAHIM et al. 
http://wjst.wu.ac.th 

based on new tools such as Keras TensorFlow, we can easily automate the detection and the classification 
of COVID-19 in chest CT images [16], which allows doctors to make a better diagnosis and to devote 
more time to patients and their needs, and above all to overcome the problem of the lack of medical skills 
and specialist doctors in remote areas.  

The general goal of this article is to create an architecture of Deep Transfer Learning using CNN 
pre-trained models VGG16, VGG19, and Xception founded on advanced technologies like Apache Spark 
framework and Keras TensorFlow coupled with the logistic regression algorithm. This solution allowed 
the doctors to obtain a clear view of the presence or absence of COVID-19 in chest CT images with high 
accuracy and certainty, encouraging Moroccan medical competencies to use its advanced tools as a 
diagnostic technique in medical imaging. 

 
Machine Learning Algorithme 
Machine Learning (ML) is a technique of data analysis that automates the development of analytical 

models. It is a subfield of Artificial Intelligence (AI), which can reproduce behavior through algorithms 
fed by a large amount of data [17]. The idea is that the algorithm learns which decision to take and creates 
a model. This means that the machine can automate tasks depending on the situation [18]. ML is used for 
multiple domains such as recognizing objects, natural languages, diagnostic assistance, bioinformatics, 
fraud detection, cybersecurity, financial analysis, search engines, brain-machine interfaces, software 
engineering, robot locomotion, and predictive analysis in legal and judicial matters [19,20]. The learning 
algorithms can be categorized according to the learning model they use, such as supervised, unsupervised, 
semi-supervised, partially supervised learning, reinforcement, and transfer learning. Logistic regression 
(LR) is a popular supervised classification algorithm in ML [22]. LR is a statistical approach used to 
evaluate and characterize the relationships between a binary type response variable, Y, and one or more 
explanatory variables, which can be categorical or continuous numeric type, X [23]. Logistic regression is 
used when the dependent variable has only two values, such as 0 and 1 or “Yes” and “No” \ cite [24]. LR 
can be combined with the Apache Spark framework to build a machine learning classifier model. 

 
Apache Spark 
Big data analytics is the concept of examining massive data sets containing heterogeneous data 

types to uncover hidden patterns, unknown correlations, and other actionable information using advanced 
analytic methods [25]. To perform the computational requirements of large data analysis, a powerful 
framework is fundamental to design, implement, and manage the required algorithms and techniques such 
as machine learning, deep learning [26]. For this reason, Apache Spark has appeared as a unified engine 
for large-scale data analysis. Apache Spark is an open-source de facto framework for big data analytics 
[27]. It is differentiated by its speed, ease of use, and sophisticated analytics. Spark runs in memory, on 
clusters. It is the next-generation engine for big data analytics after Hadoop’s MapReduce. Apache Spark 
can run standalone, on YARN, Mesos, and in the cloud, where it can read data directly from Hadoop 
Distributed File System (HDFS), Hbase, Cassandra, Hive, and Tachyon [28]. It supports multiple 
languages Java, Scala, Python, and R, and it comes with several libraries Machine Learning (Mllib), SQL 
(Spark SQL), Graph, and Parallel Graph (GraphX), and Streaming (Spark streaming). Spark core is 
founded upon the Resilient Distributed Datasets (RDDs) abstraction to store data in memory (RAM) [29]. 
Apache Spark is a key framework for deep learning, and Keras TensorFlow can be attached to Spark 
workflows to create an advanced performance for image classification solutions.  

 
Deep Convolutional Neural Network 
Deep learning (DL), deep structured learning, or hierarchical learning is a part of ML methods 

based on Artificial Neural Networks, which is used to model data abstraction based on articulated 
architectures of different nonlinear transformations [30]. DL applies to various sectors in bioinformatics, 
recommendation systems, customer relationship management, drug discovery and toxicology, natural 
language processing, image recognition, and automatic speech recognition [31]. The Principe of DL is 
that the machine can learn without having to be programmed, in contrast to the principle of traditional 
programming in which the program executes rules, instructions, and operations [32]. DL uses algorithms 
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that can be supervised or unsupervised, and they include pattern recognition and statistical classification. 
DL is based on several layers of processing unit extraction and transformation of characteristics. DL 
works with learning on several levels through various layers; one passes from low-level parameters to 
higher-level parameters [33].  

The pipeline or a data pipeline is a chain that connects a set of transformations that are arranged 
according to a certain order when we are dealing with data and making different operations on it. The 
main aim of a data pipeline is to permit us to assemble and manage the datasets required for model 
training. This means getting the data into a form that the model can support and comprehend [34]. An ML 
pipeline is used to automate ML workflows. They function by allowing a sequence of data to be changed 
and correlated together in a model that can be tested and evaluated to attain a positive or negative result. 
A pipeline consists of a sequence of steps. ML pipelines are repeated as every stage is iterative to 
continuously enhance the model's accuracy and reach a successful algorithm [35]. Deep Learning 
Pipelines is an open-source library founded by Databricks that furnish high-level APIs for scalable deep 
learning with Apache Spark in Python. DL Pipelines were created on Apache Spark’s ML Pipelines for 
training and Spark DataFrames and SQL to display models [36]. 

In ML, a Convolutional Neural Network (CNN) called ConvNet is a category of Artificial Neural 
Networks, such as the connection motif between neurons, which is influenced by the visual cortex of 
animals [37]. It is a DL algorithm employed in text classification, speech recognition, document analysis, 
human pose estimation, action recognition, scene labeling, face recognition, and image classification [38]. 
With CNN, we can automatically detect the presence or absence of COVID-19 in CT images [11,12]. 
CNN consists of trainable multistage architecture with every phase composing of multiple layers. The 
input and the output of each phase are called feature maps. Each stage generally includes a Convolution 
layer, a Non-Linearity layer, and a Pooling or Sub Sampling layer. A single or several Fully Connected 
Layers (Classification) are present after multiple Convolution and Pooling layers [39].  

From the late 1990s up to 2020, multiple amelioration in CNN learning architecture and 
methodology was implemented to make CNN scalable to large, complex, multiclass, heterogeneous 
problems. There are different types of CNNs architectures such as Xception, GoogleNet, Alexnet, 
ResNet, VGGNet, and InceptionV3 [40]. In this work, we used 3 CNN pre-trained models to detect 
COVID-19 in the CT images, which are: 

• VGG: VGG is a CNN architecture that was used in the ImageNet Large Scale Visual 
Recognition Challenge ILSVRC competition in 2014. This model was proposed by Simonyan et al. from 
the University of Oxford in 2014 in the paper “Very Deep Convolutional Networks for Large-Scale 
Image Recognition” [41]. The pre-trained networks VGG16 and VGG19 are “16” and “19” weight layers 
deep in the network, respectively. VGG attains 92.7 % top-5 test accuracy in ImageNet, which is a dataset 
of over 14 million images belonging to 1,000 object categories, such as a pencil, mouse, keyboard, and 
many animals. VGG replaced the 11×11, 7×7, and 5×5 filters with very small 3×3 filters over the whole 
net, which is convolved with the input at every pixel. For instance, the experimental results demonstrated 
that a stack of 3×3 filters could induce the effect of the large size filter (5×5 and 7×7). All ConvNet layers 
were designed using the same principles [42].  

• Xception: Xception is a deep CNN architecture. It was developed by Google researchers in 2017 
and inspired by Inception. Xception is founded on an ‘extreme’ performance of the Inception model, 
where Inception architectures have been changed with depthwise separable convolutions layers and 
consists of 3 major sections: Entry Flow, Middle Flow, and Exit Flow [43]. 

Transfer learning TL is a new research direction in the field of deep learning and machine learning. 
It is the amelioration of learning in a new task from the “target” dataset, through the transfer of 
knowledge from a related task that has already been learned from a “source” [44]. The learning process of 
TL is displayed in Figure 1.  
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Figure 1 Learning process of TL. 
 
 
TL received advanced attention from researchers and has been successfully applied to many fields 

like text classification and clustering, image classification and clustering, reinforcement learning, 
sentiment classification, and collaborative filtering [45]. Deep TL can be divided into four categories: 
Mapping-based, adversarial-based, instance-based, and network-based [46]. TL permits reusing 
knowledge from 1 problem domain in an allied domain. With TL, we can use a simple and powerful 
method called Featurizer for computing features using pre-trained DL models that transfers knowledge 
about favorable features from the original domain. We can perform featurization with deep TL combined 
with LR included in Apache Spark, based on TensorFlow and Keras [47]. 
 

TensorFlow and Keras 
TensorFlow is an open-source machine learning library developed by Google and a tool for solving 

complex mathematical problems [48]. TensorFlow is a programming system in which the calculations are 
represented in a data flow graph. It can run faster than a pure Python program, supporting parallel 
computing, CPU, and GPU [49]. The TensorFlow-related code consists of 2 main phases, construction 
and execution. During the 1st stage of construction, the variables and the operations of the graph are 
determined and grouped. TensorFlow automatically manages the creation of the graph to allow 
optimization and parallelization of code and execution. The 2nd execution step uses a session to execute 
the operations of the graph. A graph will only perform operations after a session has been established. A 
session authorizes the placement of the operations of the graph in CPUs, GPUs, or TPUs and provides 
methods to execute them [50]. Keras is an open-source Python library that encapsulates access to 
functions offered by several machine learning libraries, including TensorFlow, Theano, or CNTK [51]. It 
is designed to create rapid models with deep neural networks. Keras use the Model and the Sequential 
APIs to build simple or very complex neural networks. Keras is recommended for rapid and simple 
prototyping. It supports recurrent networks and convolutional networks that, when combined, work 
transparently on CPU and GPU [52]. 
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Material and methods 

CT image Dataset 
In this work, CT images were obtained from the open-source GitHub repository used for the 

diagnosis of COVID-19 [53]. The COVID-CT-Dataset has 349 CT images from people with COVID-19 
and 397 from persons with non-COVID-19. The database was developed by [54] using images from 
various COVID19-related papers such as JAMA, NEJM, bioRxiv, Lancet, and medRxiv. Figures 2 and 3 
are chest CT images of COVID-19 and non-COVID-19, respectively. 

 
 

 

Figure 2 COVID-19 chest CT images. 
 
 

 

Figure 3 Non-COVID-19 chest CT images. 
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Apparatus 
In this study, we used Deep Learning Pipelines that is a library published by Databricks Workspace 

(The Apache Spark-based analytics platform) to furnish high-level APIs for scalable deep learning and 
transfer learning via integration of popular deep learning libraries with MLlib Pipelines and Spark SQL. 
In this platform, we created and set-up a Cluster as: 

• Cluster Name: COVID-CT-master; 
• Databricks Runtime Version: Runtime 6.4 (Scala 2.11, Spark 2.4.5); 
• Instance: 1 Driver: 15.3 GB Memory, 2 Cores, 1 DBU; 
• Availability Zone: us-west-2c; 
• Spark Environment Variables: PYSPARK version supports only Python 3; 

We created 2 paths in Databricks File System (DBFS), the 1st one is DBFS/mL/COVID-CT-
master/CTCOVID and the 2nd one is DBFS/mL/COVID-CT-master/CTNonCOVID to store respectively, 
the chest CT images affected by COVID-19 and the NonCOVID-19 images. 

In this study, we trained and tested 3 different types of CNNs architectures with Apache Spark in 
the Databricks environment such as Xception, VGG16, and VGG19. We tried to detect SARS-CoV-2 
pneumonia in the chest CT images. For this reason, we used deep transfer learning Pipelines for Apache 
Spark and a combination with logistic regression. The general architecture of our work is summarized in 
Figure 4.  

 
 

 
Figure 4 The general architecture of our model. 

 
For our experience, the 1st stage to practice deep transfer learning on CT images is to load the 

images into a Spark DataFrame. This step has been done based on utility functions furnished by Spark 
and Deep Learning Pipelines that can load images and decode them in a distributed manner, allowing 
handling at scale. We attributed the values “1” and “0”, respectively as labels for CT images affected by 
COVID-19 and NonCOVID-19. Figures 5 and 6 show this transaction. 
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Figure 5 CT COVID-19 images with label 1. 
 
 

 
 
Figure 6 CT NonCOVID-19 images with label 0. 
 
 

To implement Transfer Learning on images, Deep Learning Pipelines furnish clear and simple 
utilities. This is the fastest method to code, run time, and employ deep learning on CT images. First, we 
have to split the dataset into two independent datasets for transfer learning. We used 70 and 30 % for 
training and testing DataFrames, respectively. Deep Learning Pipelines permit rapid transfer learning on 
Apache Spark cluster with the concept of a Featurizer. We have worked on the VGG16, VGG19, and 
Xception architectures. We have implemented a DeepImageFeaturizer. It has represented an essential 
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operation of Deep Learning Pipelines that automatically peels off the last layer of a CNN pre-trained 
model and inserts the three models' output as features for the logistic regression algorithm. Figures 7 - 9 
show the extraction of the program, which combines Logistic Regression, Pipeline, and 
DeepImageFeaturizer for the VGG16, VGG19, and Xception. 

 
 

 

Figure 7 Extraction of the program for VGG16. 

 

 

Figure 8 Extraction of the program for VGG19.  

 

 

Figure 9 Extraction of the program for Xception. 
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In this phase, we check the performance of our deep learning model. There are 4 categories of 
results that could occur when making classification predictions. These terms are True Positives (TP), 
False Positives (FP), True Negatives (TN), and False Negatives (FN). Note that: 

• TP: When we predict a positive observation and it is in reality positive. 
• FP: When we predict a positive observation and it is in reality negative. 
• TN: When we predict a negative observation and it is in reality negative. 
• FN: When we predict a negative observation and it is in reality positive. 

To evaluate our model, we have used 4 criteria performance measures: Precision, Recall, F1-Score, 
and Accuracy. 

• Precision is defined as the percentage of positive instances out of the total predicted positive 
instances. It is measured as: 

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

 
 

• Recall (Sensitivity or True Positive Rate) is calculated as the percentage of positive instances out 
of the total actual positive instances. It is defined as: 

 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
• F1-Score is defined as the harmonic mean of precision and recall. It is measured as: 

 
2

1
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

+ 1
𝑅𝑒𝑐𝑎𝑙𝑙

=
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

 

 
• Accuracy is referred to as the percentage of correct predictions for the test data. It can be 

calculated as: 

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

 
 
 
Results and discussion 

We tested the first 3 indices; Precision, Recall, and F1-Score to evaluate the performance of our 
model using the 3 pre-trained CNNs models VGG16, VGG19, and Xception. Figure 10 shows the results 
of this experiment.  
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Figure 10 Precision, Recall, and F1-score for VGG16, VGG19, and Xception. 
 
 

According to Figure 10, we can easily remark that VGG16 achieves the best results 85.6413, 
85.648, and 85.6428 % for Precision, Recall, and F1-Score, respectively. For the same order concerning 
the performance index, we find in 2nd place VGG19 with 84.2493, 84.2592 and 84.2470 %. Finally, in 3rd 
place, we have Xception with 82.8849, 82.8703 and 82.8759 %. 

The last index tested is the accuracy. With VGG16, our model achieved an accuracy of 85.6481 % 
which is recorded in Figure 11. On the other hand, with VGG16, our architecture achieves an accuracy of 
84.2592 % which is displayed in Figure 12. Finally, with Xception, our model reached the accuracy of 
82.8703 % which is illustrated in Figure 13. 

 
 

 

Figure 11 Training accuracy for VGG16. 
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Figure 12 Training accuracy for VGG19. 

 

 

Figure 13 Training accuracy for Xception. 
 
 

In this paper, a method was created on deep transfer learning using CNN-based VGG16, VGG19, 
and Xception with Apache Spark, Keras TensorFlow, and Logistic Regression for the detection of 
COVID-19 in chest CT images. The experimental results of our model reached an accuracy of 85.6481, 
84.2592, and 82.8703 % for VGG16, VGG19, and Xception, respectively. We also tested other 
performance measurements as F1-Score, Precision, and Recall. All the latest indices have achieved high 
values ranging from 82 % up to 86 %. 

In a similar study [11], the authors have created a DL algorithm based on modified Inception (M-
Inception) using CT images to screen for Corona Virus Disease. The external testing showed a total 
accuracy of 73 % with a specificity of 67 % and a sensitivity of 74%. In another work [55], the authors 
proposed A Light CNN design based on the model of the SqueezeNet for detecting COVID-19 from CT 
scans of the chest.  The proposed modified SqueezeNet CNN attends 83.00 % accuracy, 85.00 % of 
sensitivity, 81.00 % of specificity, 81.73 % of precision, and 83.33 % of F1Score. In [56], the authors 
created a transfer learning technique for the classification of COVID-19. They used DenseNet-121 to 
train the deep learning network by removing the gradient problem. The accuracy obtained from this 
technique was 87 %. In another paper [57], the authors tested the pre-trained DL method to detect 
COVID-19 infection in lung images. This method is implemented over 1,266 patients from 6 different 
cities. The accuracy achieved from this study was 87 %. 

In this research, we can easily notice that deep transfer learning Pipelines with Apache Spark using 
advanced methods as pre-trained CNN VGG16, VGG19, and Xception models, combined with the 
logistic regression algorithm achieved important results for detecting COVID-19 in chest CT images. 
This exceeds an accuracy of 85 %, which is similar or better than several other studies. 
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Conclusions 

This study has presented deep transfer learning Pipelines based on 3 CNN pre-trained models, 
VGG16, VGG19, and Xception, to detect and classify COVID-19 cases from CT images automatically. 
Due to the availability of the CT image dataset in the open-source GitHub repository, we have exploited 
this opportunity to elaborate our experience in the Databricks workspace. In this study, we stocked the 
database and used the advanced performance of Apache Spark and Keras TensorFlow coupled with the 
logistic regression algorithm. Our developed system can perform an accuracy of 85.6481, 84.2592, and 
82.8703 % for VGG16, VGG19, and Xception, respectively. We can claim that our architecture can 
provide a promising solution to detect Covid-19 disease in chest CT images with high performance. Our 
future work aims to create a new platform for triple detection of the novel coronavirus 2019 using 
Machine learning and deep learning combined with Apache Spark, the big data analysis framework. This 
classification will be presented in 3 parts: Using pre-defined standard symptoms, X-ray images, and CT 
images. 
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