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Abstract 

The researchers observed and studied the business operations of 3 startup businesses in the 
export/import field. It was found that employees and their clients mostly communicate via email. 
Therefore, crucial business data are conveyed in email contents. Whenever employees need to find 
information, the first place they look for such data is email. The owners of businesses are concerned about 
this issue, so they proposed to buy a new workflow management system to help in managing their 
business transactions. The difficulty of implementing the new workflow management system is in 
migrating existing emails into the system. A new workflow management system should also be able to 
classify any incoming emails into categories. The researchers noticed that there were some keywords that 
frequently occurred in email contents in the same categories. Therefore, the researchers implemented a 
program to categorize the emails based on the words found in email messages. There are 2 parameters 
which affect the accuracy of the program. The first parameter is the number of words in a database 
compared to the sample emails. The second parameter is an acceptable percentage to classify emails. The 
results of this research demonstrated that the number of words in a database compared to the sample 
emails should be 9, and the acceptable percentage to categorize emails should be 30 %. When this rule 
was applied to categorize 8,751 emails, the accuracy of this experiment was approximately 73.6 %. The 
next phase is to order emails in each category based on their characteristics. Finally, the program extracts 
essential data from structured emails and prepares them for the new workflow management system. 

Keywords: Business operations, startup business, import/export field, email, business data, workflow 
management system, business transactions, migrating 
 
 
Introduction 

Nowadays, the number of startup businesses has become much larger than before. The researchers 
participated as members of 3 startup businesses in the import/export field. It was found that they 
established their own businesses by separating from their former companies. There were 2 main reasons 
why they needed to separate and quit from their former companies. Firstly, they believed that they could 
win a greater market share in the import/export field because it was becoming larger and larger every day. 
Secondly, they thought that their former companies had ignored some groups of smaller clients. Since the 
former companies were quite big, they needed to serve their high-level clients first. Subsequently, some 
lower-level clients were ignored. Therefore, some of the lower-level clients had moved to another 
competitive company who served them better. 

The researchers selected 3 startup businesses in the import/export field as the sample set. The 
owners of these startup businesses had quit their jobs from the same former company and launched their 
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own businesses. The researchers found that their business operations had 3 main characteristics: (1) They 
retained customer loyalty from their clients even though they had quit from their former company and had 
launched their own companies, (2) They needed to manage a large number of daily documents/emails; 
therefore, they needed applications to help them work faster and better, (3) They contacted their 
customers and employees mostly via emails. They also employed these emails, which were stored in the 
mail server, as a database. For example, when they wanted to find specific data, emails were the first 
place to look. At the first stage of starting their businesses, the number of emails was not large. However, 
when the scale of business has expanded, the number of emails also rose. The business owners then 
needed applications to manage their companies’ activities. One of the most popular applications is the 
workflow management system. 

The researchers selected 8,000 emails from 3 startup businesses. Only emails that were written in 
English were taken into consideration because sentences in English are easier to separate into words than 
emails in Thai. By reviewing some of these emails, the researchers noticed that some keywords specified 
the type of work, such as sales, transportation, billing, or shipping. The purpose of this research is to 
implement an application to classify the types of email to implement a future workflow management 
system 
 
Literature review 

There are many researches that mention the clustering and classification of email content. One of 
those is the work of Alsmadia and Alhamib [1]. The authors illustrated that the best algorithm to perform 
email clustering and classification is NGram. Their sets of emails were in the form of a large text 
collection which fits with the NGram algorithm. They also stated that this algorithm best fit the bi-
language text. In their paper, they conducted an experiment based on emails in both English and Arabic. 
The major challenge of their future work was that email servers or applications should include different 
types of pre-defined folder. The general pre-defined folders could be mailbox, sent, trash, etc. Moreover, 
email servers or applications could allow users to add new folders for specific purposes based on their 
NGram algorithm. 

Another research paper about email classification is the work of Katakis et al. [2]. They stated that 
Machine Learning and Data Mining could be used as tools to automate email managing tasks which could 
be much better than other conventional solutions. They also discussed the particularity of email content 
and what special treatment it required. In addition, there were some interesting email mining applications 
like mail categorization, summarization, automatic answering and spam filtering also presented in their 
paper. In their experiment, they created an application to classify email based on many techniques, such 
as the Naïve Bayes Classifier and Support Vector Machines. Ayodele et al. [3] presented the design and 
implementation of a system to group and summarize email messages. Their system considered the subject 
and content of email messages to classify emails based on user activities and produced summaries of each 
incoming message with an unsupervised learning approach. They claimed that their framework could 
solve the problem of email overload, congestion, difficulties in prioritizing and difficulties in finding 
previously archived messages in the mail server. 

Another interesting research topic is email grouping and summarization. Ayodele et al. [4] 
presented the design and implementation of an application to categorize and summarize email content. 
Their system extracted the subject and content of email messages to classify the emails based on user 
activities to auto generate a summary of each incoming message. They stated that their framework could 
solve the main problems, such as email overload, difficulties in prioritizing, and email congestion. Their 
framework also performed successful processing of new incoming messages. Another interesting concept 
is automated email activity management as in the research of Kushmerick and Lau [5]. They developed 
email applications that provide high-level support for structured activities in e-commerce. They defined 
formal activities as finite-state automata, which correspond to the status of the process, and where 
transitions represent messages sent between participants. They proposed several unsupervised machine 
learning algorithms in this paper, and evaluated a collection of e-commerce emails. The work of Schuff et 
al. [6] also mentioned email classification. They implemented effective e-mail management tools which 
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treated messages as useful information. This tool could economize on scarce cognitive resources at the 
expense of relatively cheap additional CPU power, disk capacity, and network bandwidth. In addition, 
they claimed that their application provided automatic filtering, clustering, and a new user interface. Their 
system employed a large number of emails as an effective knowledge management tool rather than a 
source of information overload. 
 
Materials and methods 

This research was designed in 2 phases as shown in Figure 1. The first phase was to select 512 
emails randomly from the email server. Employees then had to manually classify all of these selected 
emails into 4 categories: (1) sales, (2) shipping, (3) billing, and (4) transportation. After categorizing the 
selected emails, the sentences in each email were separated into words and the frequency of each word 
was counted as shown in Figure 2. All results were stored in the database. These results could be defined 
as rules to classify the category of email. The next process was to verify these rules. The researchers 
prepared another 270 emails to test the defining rules. After these rules had been accepted, the researchers 
classified another 8,751 emails into 4 categories by using this program. The emails were generated from 
July 8, 2015 to July 31, 2016 as shown in Figure 3. When all emails were assigned into their categories, 
all data were extracted in the second phase of this email classification model. 
 

 
 
Figure 1 Two phases of the email classification model. 
 
 

 
 
Figure 2 Example of results from the word separation process. 
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Figure 3 Examples of emails in the mail server. 
 
 

The second phase was to extract 8,751 emails which were already processed in phase 1. In this 
phase, the program would first reorder emails in each category. The emails and their characteristics were 
then gathered and stored in the database. Email characteristics included client data such as name, address, 
telephone number, and other data such as document number, contact person, and sales person. All these 
data were considered to determine the relationships between emails and the program extracted the 
specific data from these relationships. The final stage was applying the extracted data to implement a 
future workflow management system. 
 
Data analysis 

The first stage was to format all emails in a text file format and then import them into the program. 
The program separated the words in each sentence. As mentioned in the previous section, the selected 
emails were in English. The researchers decided to consider only emails in English because the separation 
of words in English was easier than in Thai. The algorithm to separate the words in English was based on 
the spaces between them. After separating the words in the email content, the program counted the 
frequency of each word in the emails. All words and their frequencies were stored in the database as 
shown in Table 1. 

One example of emails determined to be in the shipping category stated “Dear Kae, Pls check 
subject shipment, kindly confirm B/L draft as soon as possible. Tks.” After this email was read by the  
program, 14 words were extracted. The program also counted the frequency of each word presented in the 
email message. In this case, the frequency of each word is 1 except the word “as”. There were 2 
occurrences of “as” in the email content. 

The researchers defined the mechanism to classify 8,751 emails into 4 categories: (1) Sales, (2) 
Shipping, (3) Billing, and (4) Transportation. This mechanism was based on the words found in emails 
compared to the words in the database for each category. There were 2 parameters in this experiment. The 
first parameter was the number of words in the selected database. For instance, the researchers needed to 
find out whether the first 5 words or the first 10 words in a database should be considered to obtain 
greater accuracy in email classification. The second parameter was the number of matching percentages 
which should be the most suitable to determine the category of email.  

According to the data in Table 2, some emails could not be grouped because the percentage of 
matching words was less than the specified criteria. Additionally, the second criterion of this table was 
the top 10 words in a selected database. To obtain better results, the researchers needed to change these 2 
criteria. As shown in Table 3, the top 20 words in a database were considered instead of the top 10 words. 
The researchers also set a matching criterion to be 20 %. As a result, some groups of output were different 
from Table 2. The first difference was the No. 4 group of emails. In Table 2, Email No. 4 could not be 
grouped but it was possible to categorize it in Table 3, the Transportation group. The second difference 
was the No. 6. group of emails. It was grouped as Transportation in Table 2, but in Table 3 it could be in 
either Sales or Transportation. 
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Table 1 Top 10 words found in emails in 4 categories. 
 

Sales Shipping Billing Transportation 
Word Frequency Word Frequency Word Frequency Word Frequency 
agent 86 Shipment 154 consignee 109 loading 75 

volume 54 Scheduled 87 shipper 76 destination 64 
#NAME 
of CUS 

51 ETA 76 #NAME 
of PORT 

74 carrier 58 

product 48 #Date 
format 

48 revise 52 loader 55 

shipment 32 BL 42 #NAME 
of CUS 

45 #NAME 
of PORT 

42 

#NAME 
of CITY 

30 HBL 40 scheduled 32 shipment 41 

process 27 shipper 38 departed 18 #Date 
format 

28 

confirm 25 port 38 shipment 12 ETD 24 
week 18 #NAME 

of CUS 
35 #Date 

format 
12 co-loader 22 

#Date 
format 

16 confirm 32 arrived 11 scheduled 22 

  
 
Table 2 Grouping result based on the top 10 words and the 40 % matching criteria. 
 

No. of 
Emails 

Matching Percentage 
Grouping Result Sales Shipping Billing Transportation 

1 0.00 % 20.00 % 10.00 % 0.00 % N/A 
2 40.00 % 0.00 % 10.00 % 0.00 % Sales 
3 40.00 % 10.00 % 0.00 % 50.00 % Transportation 
4 0.00 % 0.00 % 20.00 % 10.00 % N/A 
5 0.00 % 0.00 % 60.00 % 0.00 % Billing 
6 10.00 % 10.00 % 10.00 % 40.00 % Transportation 

 
 
Table 3 Grouping results based on the top 20 words and the 20 % matching criteria. 

 
No. of 
Emails 

Matching Percentage 
Grouping Result Sales Shipping Billing Transportation 

1 5.00 % 10.00 % 15.00 % 0.00 % N/A 
2 25.00 % 10.00 % 5.00 % 0.00 % Sales 
3 20.00 % 10.00 % 5.00 % 30.00 % Transportation 
4 10.00 % 0.00 % 10.00 % 20.00 % Transportation 
5 5.00 % 0.00 % 35.00 % 0.00 % Billing 
6 20.00 % 10.00 % 5.00 % 20.00 % Sales or Transportation 
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The experimental data from both Tables 2 and 3 illustrate that there were 2 main factors that 
affected the grouping results. The first factor was the number of words in the selected database. The 
second factor was an acceptable matching percentage. Therefore, the researchers tested another 270 
emails by changing the criteria for these 2 factors each time. The experimental results are plotted in 
Figure 4.  
 
 

 
Figure 4 Accuracy (%) of email classification. 
 
 
Results and discussion 

The results shown in Figure 4 demonstrate that the different accuracy levels would change when 
the number of words and matching percentage changed. The purpose of this experiment was to discover 
the suitable values for both the number of words and the matching percentage. The number of words in a 
database to be considered was adjusted from 5 to 25. The matching percentage was also adjusted to be 20, 
30, 40 and 50 %, accordingly. According to the results from Figure 4, the highest accuracy level of email 
classification happened when the number of matching percentage was 30 % and the number of words in a 
database to be considered was 9. Therefore, the researchers defined these criteria in the program. 
Afterwards, the program was used to categorize the other 8,751 emails. These emails were classified into 
4 groups: (1) Sales, (2) Shipping, (3) Billing, and (4) Transportation as shown in Table 4. 
 
 
Table 4 The number of emails in each category. 

 
Sales Shipping Billing Transportation Unclassified Total 
1,865 1,056 1,452 2,068 2,310 8,751 

 
 

According to Table 4, the program could not categorize all emails. It defined only 6,441 emails 
from a total of 8,751 emails, which represents 73.6 % of the total emails. There were 2,310 emails which 
could not be grouped in this experiment. To improve the results of this experiment, it may be necessary to 
include other factors that are not included in this research. One example of possible factors could be the 
importance level of each word (the weight of each word) in a database. For example, the words which 
were most-frequently found in emails should be put at a higher importance level than the ones that were 
found less frequently. 

When all emails were categorized into groups (Sales, Shipping, Billing, and Transportation), the 
next phase was to analyze the characteristics of these emails. The 4 main characteristics were: (1) the date 
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the email had been sent, (2) the document number shown in the email, (3) dates mentioned in the email 
message, and (4) the client’s name mentioned in the email message. The program collected these 
characteristics and defined the order of events and relationships for all emails in each category. These 
results can be applied in future workflow management systems to improve the daily operations of 
businesses. The researchers intend to implement this workflow management system in future work. The 
program results are shown in Figures 5 and 6. 
 
 

 
Figure 5 Example of program results after grouping, event ordering, and the inclusion of email 
characteristics. 
 
 

 
 
Figure 6 Example of the extracted data from phase 2. 
 
 
Conclusions 

From this experiment, there were 2 factors which impacted the accuracy of email classification. The 
first factor was the number of words in a selected database. The second factor was an acceptable 
matching percentage. After running the program with different numbers for these 2 factors, the results 
illustrated that the most suitable value for the number of words in a database was 9. In addition, the 30 % 
matching percentage provided the highest accuracy level. The results also demonstrated that the high 
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accuracy levels fall in the range of the number of words between 9 and 15 in every criterion of the 
matching percentage. 

As mentioned earlier, this experiment selected all emails in English, so the researchers needed to 
exclude some words which are often found in every kind of email, such as ‘and’, ‘or’, ‘thanks’, ‘dear’, 
and ‘please’. Since these kinds of word could not be used as criteria to define the category of email, the 
researchers needed to make decisions about the selection of words that should not be processed by the 
program. Moreover, there were some other words which should not be used as criteria in email 
classification. In our case, the examples of these words were FREIGHTLINKS, STARSHIP, and 
HERMESINT'L. These words were actual clients’ names. Therefore, the researchers defined them as 
clients’ names in the database, and the program would not apply them as criteria for email classification 
in the first phase. Even though the clients’ names were excluded from the criteria of the first phase of 
email classification, they would be needed in the second phase of email classification to define the order 
of events and also the relationships of each email for future workflow management systems. 
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